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Introduction

This lecture is named for Alfred Marshall, widely regarded as the founder of neo-classical economics and the marginal approach as a coherent body of thought, though he built on and combined the ideas of many others. Neo-classical economics is often characterised as primarily being concerned with the allocation of scarce resources to competing ends through the interplay of demand and supply rather than the more distributional issues discussed by the classical economists. Yet Marshall’s Principles of Economics (Marshall, 1890) opens with a discussion of inequality (which he thought a thoroughly bad thing, viewing the ‘degradation’ of the poor – his phrase - more as a consequence than a cause of their poverty1) before moving on to a discussion of competition which he thought, on balance, was good rather than bad and that other well-intended institutions might be more harmful2. But he was not starry-eyed; Marshall (1890, p12) described how “free competition [...] was set loose to run, like a huge untrained monster, its wayward course” and that this had impacts, good and bad “the abuse of their new power by able but uncultured business men led to evils on every side; it unfitted mothers for their duties, it weighed down children with overwork and disease; and in many places it degraded the race”. Competition needed an eye on it and, possibly, some regulation, to channel the wayward, untrained monster to work for good and not evil.

That agenda of concern about inequality and competition remains as important as ever. We know from basic economics that markets can’t be relied upon to produce levels of inequality that are fair and command political legitimacy. Economists don’t often regard inequality as a market failure (it is put in a different box) but ordinary people do and they are right and we are wrong. We also know that markets contain within them the incentives to acquire market power and we have to be on our guard against the effort put into monopolizing markets. And, because productivity growth at the frontier is based on improvements in knowledge, which is a public good, we know we cannot rely on markets alone to deliver an efficient level of economic growth which is the basis for improvements in the quality of life.

So, a primary role of economists should be tinkering with the system to make sure that the economy functions well – to train the monster so that its course is not too wayward. This lecture is about one small part of that wider endeavour; labour market competition or monopsony. The idea of employer market power – monopsony or oligopsony – originated with Joan Robinson (1933). For many years, the idea that most employers have market power over their workers had few buyers but recent years have seen a resurgence in academic interest in monopsony.

1 “No doubt their physical, mental, and moral ill-health is partly due to other causes than poverty: but this is the chief cause”. “The destruction of the poor is their poverty,” and the study of the causes of poverty is the study of the causes of the degradation of a large part of mankind”. As a man of his time, he uses the term ‘man’ liberally, but no mention of women anywhere except as mothers.

2 E.g. “the kindly meant recklessness of the poor law did even more to lower the moral and physical energy of Englishmen than the hard-hearted recklessness of the manufacturing discipline: for by depriving the people of those qualities which would fit them for the new order of things, it increased the evil and diminished the good caused by the advent of free enterprise".
There is no doubt that the labour supply curve is not perfectly elastic, that employers do have some market power over their workers. Common sense tells us that if employers cut the wage by a cent, it is simply not true that all the existing workers immediately leave as perfect competition predicts though they may find it harder to recruit and retain workers. It is not just common sense that supports this conclusion: we have an increasing number of papers with a quality research design that show that the labour supply curve facing an employer is not infinitely elastic (see, for example, the experimental studies of Caldwell and Oehlsen, 2018; and Dube et al, 2020).

The questions of interest are shifting from “do employers have monopsony power over their workers?” to “How much monopsony power?”, “How does monopsony power vary?”, “What are the consequences of monopsony power?”, and “What should be done about monopsony power?”. To answer these questions and for monopsony to be more than an abstract idea, we need to be able to assess the impacts of monopsony and that requires the measurement of monopsony power. A variety of measures exist in the literature, some derived from particular models of monopsony and others drawn from measures of market power used in the literature on product market competition e.g. measures of concentration. But there is no unifying view.

There are two main sources of monopsony power, both identified by Joan Robinson who was the first to discuss the idea formally (Robinson, 1933). First, search frictions meaning that it takes time (and perhaps money) for workers to find and change jobs: Burdett and Mortensen (1998) is the classic reference for a model of this type. Examples of measures of monopsony based on this model are the wage elasticity of separations (see the meta-study of Sokolova and Sorensen, 2021) and the share of recruits from employment (see, for example, Hirsch et al, 2020). The second theoretical foundation is the idea that workers care about many dimensions of a job not just the wage so that employers are not perfect substitutes for each other. This is typically modelled by assuming there is an idiosyncratic component to the utility a worker gets from an employer and workers are choosing an employer from a discrete choice model (see, for example, Card et al., 2018). This approach suggests using the elasticity of the labour supply curve (or applicants as in Azar, Berry and Marinescu, 2019) as a measure of monopsony. On the measurement side, we have some papers using concentration ratios in employment or vacancies (Azar, Marinescu, and Steinbaum, 2017, 2020; Azar et al. 2020; Abel, Terneryo, and Thwaites, 2018, inter alia). There are also other papers Caldwell and Danieli (2018) and Jarosch, Nimczik and Sorkin (2019) proposing measures of worker outside options.

All these ideas have some merit but how they fit together is unclear. One of the purposes of this paper is to present a model which encompasses both frictions and idiosyncrasy and in which one can assess the circumstances in which the different proposed measures of monopsony power are valid. And this more general model is useful because more restrictive models often have specific conclusions that derive more from the particular assumptions made than the underlying economics. This point is illustrated by an empirical exercise, investigating how the separations elasticity varies across the wage distribution, with the arrival rate of job offers and over time.
The plan of the paper is as follows. The next section presents a brief refresher on monopsony and discusses, in very general terms, how one might measure employer monopsony power. The second section presents a simple model of worker effort, the third section a simple dynamic model, the fourth section a model of worker quit behaviour that incorporates both idiosyncrasies and frictions. The fifth section estimates separation elasticities and the sixth sections what policies we should be using to address monopsony power.

1. Measuring monopsony power

The Textbook Model of Monopsony

The static textbook model of monopsony has an employer with a revenue function $F(N)$ facing a labour supply curve $N(w)$. The first-order condition for profit maximization can be written as:

$$\frac{F'(N) - w}{w} = \frac{1}{\varepsilon_{Nw}} \quad (1)$$

The degree of monopsony power is given by the elasticity of the labour supply curve facing the firm. Models of monopsony based on idiosyncrasy have this form (e.g. Card, Cardoso, Heining and Kline, 2018) so this way of looking at the problem leads to the measure used, inter alia, in Azar, Berry and Marinescu (2019), Lamadon, Mogstad, and Setzler, 2019, and Kroft et al., 2020). This approach cannot incorporate frictions in any meaningful sense.

The Comparison of Wages and Marginal Products

The simplest, most direct way, to assess the extent of monopsony power would be a comparison of the wage with the marginal revenue product, i.e. try to estimate the left-hand side of (1). Because the marginal revenue product is not directly observable, any such approach is likely to base an estimate on an adjustment to the average revenue product$^3$. There is a serious identification problem here: simply considering the wage relative to the average revenue product (which can, alternatively, be written as the labour share or unit labour costs) requires some identifying assumptions about the technology, the mark-down from monopsony power and the mark-up from monopoly power. For example, there is a large literature seeking to estimate mark-ups and how they have evolved over time (see Basu, 2019, for a recent overview) but these studies typically allow only for monopoly power and the data could be explained equally well by monopsony power: Stansbury and Summers (2020) go further and argue that much of the variation over time is better explained by declining worker power rather than rising product market power.

$^3$ A relevant literature here is the one that seeks to estimate the relationship between price and marginal cost that started with Hall (1988).
One way out of this problem is to try to have a measure of monopsony power such as concentration ratios and see how variables like the labour share (or simply the level of wages) are related to this. A number of recent papers do this (for example, see Benmelech, Bergman, and Kim, 2020; Abel, Terneyro, and Thwaites, 2018; Berger, Herkenhoff and Mongey, 2019; Caldwell and Danieli, 2019, for papers that link concentration and wages, Arnold, 2020 for a link between mergers and wages and the review in Manning, 2021). There are some potential difficulties with this approach; concentration ratios by industry could be used to measure both product and labour market power. And the use of concentration ratios to measure market power has fallen out of favour in IO (see Syverson, 2019; Berry, Gaynor and Morton, 2019) because it is an endogenous market outcome and can, in some circumstances, be increased when the market becomes more competitive (this is the case in Burdett and Mortensen, 1998).

For this reason, the IO literature has moved towards seeking to estimate the elasticity of demand curves as a measure of product market power. This paper will take this approach to deriving measures of monopsony power, focusing on the elasticity of the labour supply curve to the firm i.e. trying to estimate the right-hand side of (1).

One problem with this approach is that, to use the terms of Bronfenbrenner (1956), this leads to a measure of potential monopsony power but there is a question of how much it is exercised. There may be laws and institutions like minimum wages and trade unions that mean that not all potential monopsony power is translated into lower wages, or other outcomes we ultimately care about. But, perhaps more important and pervasive than all of these is the less organized resistance of individual and small groups of workers to the exercise of monopsony power. The next section sketches a simple model with this idea.

2. A Simple Model of Worker Effort

In a competitive labour market, your employer tells you what to do and, because the wage is equal to the marginal product you risk losing your job if you deviate from this and are found out⁴. But if the wage is below the marginal product, there is some scope for shirking without risk of job loss even if detected as long as you remain profitable. Because labour contracts are incomplete (or in Marx’s terminology, there is a distinction between labour and labour power) there is likely to be a tussle between worker and employer on how much work is done⁵. Workers may manage to reduce the gap between marginal product and wages by reducing their marginal product.

To see how this might limit the exercise of monopsony power consider a very simple model. Workers have utility \( u = w - e \) where \( w \) is the wage and \( e \) the effort on the job. Firms have constant returns to scale but the marginal product depends positively on effort \( p(e) \). The

---

⁴ The ‘shirking’ class of efficiency wage models (Shapiro and Stiglitz, 1984) assume that monitoring is imperfect so that employers have to ensure workers have something to lose to induce them to work. We abstract from these considerations here.

⁵ Or, as Homer Simpson out it “If you don't like your job, you don't strike! You just go in every day, and do it really half assed. That's the American way.”
firm has some monopsony power and its labour supply depends on the utility that the firm offers workers $N(u)$; for simplicity we assume this is iso-elastic with elasticity $\varepsilon_{Nu}$.

If firms can offer a package of the wage and effort, then it will choose the wage and effort to maximize:

$$\left[p(e) - w\right]N(w - e) = [p(e) - w](w - e)^{\varepsilon_{Nu}}$$  \hspace{1cm} (2)

Maximizing (2) with respect to effort and the wage leads to effort being set at the efficient level $p'(e) = 1$ and the usual monopsony power formula will apply though in terms of utility and the surplus rather than wages and marginal product i.e. we will have:

$$\frac{p(e) - e - u}{u} = \frac{1}{\varepsilon_{Nu}}$$  \hspace{1cm} (3)

But we will assume a different set-up; a two-step model in which the firm can unilaterally choose the wage in a first stage but effort is determined in a second stage. While workers can decide, based on the utility offered, whether to work for the employer in the first stage, we assume that in the second stage they will stay if utility from doing so is greater than zero. We model the effort determination stage as a bargain between employer and worker to reflect the tussle within the workplace over the determination of effort. Given the wage, we assume effort is chosen to maximize an asymmetric Nash bargain:

$$\left[p(e) - w\right]w^{\beta}$$  \hspace{1cm} (4)

Where $\beta \geq 0$ is a measure of worker power in the effort determination stage. The first-order condition can be written as:

$$p'(e)[w - e] = \beta[p(e) - w]$$  \hspace{1cm} (5)

The wage set in the first stage leads to a certain effort level in the second stage denoted by the relationship $e = e(w)$. The first-order condition for the employer’s choice of the wage in the first stage can now be written as:

$$\frac{p(e) - e - u}{u} = \frac{1 - p \frac{\partial e}{\partial w}}{\varepsilon_{Nu}} \left[1 - \frac{\partial e}{\partial w}\right]$$  \hspace{1cm} (6)

Compared to (3) there is an extra term in square brackets. If this term is bigger than 1 then the employer has more monopsony power than the standard formula while it has less if it is less than 1.

If $\beta = \varepsilon_{Nu}$, then effort is at the efficient level and the standard formula in (3) is correct. The intuition is that, in this case, the objective function in the wage determination stage, (2), coincides with that in the effort determination stage, (4) (see Manning, 1987, for this type of
model in a union bargaining context). By the envelope condition the outcome must then be the same as in the one-step model in which the employer unilaterally chooses wage and effort which has the efficient level of effort. And profits must be highest in this case. The implication is that employers want the workers to have some bargaining power in effort determination as a commitment device against excessive ex post exploitation of workers. If employers cannot make this commitment, then profits will be lower because workers rationally expect they will be treated badly so will not come to work for the firm in the first place.

It is natural to consider the case where workers have more power in effort determination than employers would like (i.e. $\beta > \varepsilon_{Nu}$). Appendix A shows that in this case, we have effort (and productivity) inefficiently low and employers have less effective monopsony power than the standard formula in (3) implies.

This suggests that what happens within the firm, outside the labour market, may be very important in determining labour market outcomes. For example, concerns about fairness (see Dube, Giuliano and Leonard, 2019 for evidence on the relevance of this) could be seen as evolved to responses limit the ability of employers to exploit the greater monopsony power they have over incumbent workers or to act as discriminating monopsonists. Otherwise, if you turn up for work and your employer has cut your wage there is little that can be done about that. Like many evolved traits it may also have unintended consequences e.g. nominal wage rigidity.

The model presented here suggests that the impact of monopsony power on worker effort (and hence productivity) within the workplace may be a neglected topic. One reason it is ignored is that it is a hard process to observe though Coviello, Deserranno, and Persico (2019) show increases in productivity in response to mandated increase in the minimum wage which is, at least, consistent with the mechanism proposed here.

The rest of this paper follows the tradition of ignoring worker effort and reverts to a model in which effort is no longer present. What is different about this model is that it tries to incorporate both dynamics and an idiosyncratic aspect to preferences.

3. A Model of Dynamic Monopsony

Consider a very simple dynamic model (which can be found in Manning, 2003). At any date $t$ the state variable for the firm will be the labour force that it had last period, $N_{t-1}$. We assume that each period the firm sets the wage to maximize the present discounted value of profits\(^6\). To keep things simple, we assume constant returns to labour, $p$. Define a value function $\Pi(N_{t-1})$ to be the maximised discounted value of future profits from date $t$ onwards. The value function will satisfy:

\[\text{Value function satisfies...}\]

\[\text{A ‘period’ here should be interpreted as the length of time for which employers can commit to wages.}\]
\[ \Pi(N_{t-1}) = \max_w (p-w)N_t + \beta \Pi(N_t) \tag{7} \]

The firm is assumed to face a dynamic labour supply curve where the quit rate of existing workers depends on the current wage offered \( q(w) \) and there is a flow of recruits \( R(w) \) that also depends on the wage. This means that employment evolves according to:

\[ N_t = [1 - q(w)]N_{t-1} + R(w) \tag{8} \]

This setting is general enough to incorporate both the frictional and idiosyncratic view of the foundations of employer monopsony power. The case where there are no frictions, only idiosyncrasy is the specification \( q(w) = 1 \) in which case each period is independent of the previous period, so the model reduces to the static one. If there are only frictions and no idiosyncrasy, then the specification of the quit function will be that the worker quits whenever they receive a wage offer above the current wage. Perfect competition can be thought of as the case where there are no frictions and no idiosyncrasies in which case the quit rate is one and recruits zero if pay is below the maximum wage offered by other firms.

The dynamic labour supply curve (8) is written such that worker decisions depend only on the wage offered, a specification that deserves some discussion given that there is also a state variable (the inherited level of employment)\(^7\). There are several possible interpretations of this: workers may be myopic so only take account of the current wage in making their decisions. Or they may think the current wage will last for ever which will be the case in steady-state but not when considering deviations from steady-state. Or it may be that the current wage is the only available relevant information for basing a current decision on; this would be the case if we had a Markov model.

Appendix B shows that, in steady-state the relationship between the marginal product and the wage can be written as:

\[ \frac{(p-w)}{w} = \frac{[1 - \beta(1-q)]}{q(\varepsilon_{Rw} - \varepsilon_{qw})} = \frac{1}{\mu} \tag{9} \]

(9) shows the centrality of the recruitment and quit elasticities for the market power of employers, something that is reflected in their use in many papers seeking to measure monopsony power (see Sokolova and Sorensen, 2020, for a meta-study). There is a relationship between (9) and (1) because the long-run labour supply to the firm can be written as \( N(w) = R(w) / q(w) \) so that \( \varepsilon_{Nw} = \varepsilon_{Rw} - \varepsilon_{qw} \). But there is a difference between the appropriate measure of monopsony power in static and dynamic models. If employers discount the future the degree of monopsony power is higher than the textbook static model would predict given the elasticity of the labour supply curve to the firm. The reason is that the wage elasticity of labour supply is lower in the short- than the long-run. The ratio of the right-hand side of (1) to the right-hand side of (9) is approximately given by the quit

\(^7\) See Manning (2012) for a model in which it is assumed that workers also pay attention to the level of employment.
rate divided by the sum of the quit rate and interest rate. As the quit rate is perhaps about 20% and the real interest about 5%, (9) implies that employers have approximately 20% more monopsony power than the standard static model would imply.

This simple dynamic model offers a justification for using quit and recruitment elasticities but does not explain where these come from. To understand these better, we need to provide more detail about the worker’s behaviour.

4. The Determination of Quit Rates

In this section we model the quit rate function of the previous section. To do this we want a model which incorporates both frictions (so it must be dynamic) and idiosyncratic preferences for jobs. We consider one firm currently paying a wage \( w \). Denote by \( V(w) \) the value of being employed in this firm at the start of each period.

Each period we assume that a worker currently employed in the firm gets an idiosyncratic mean zero draw of utility, \( \eta \), (assumed iid across time, perhaps more for analytical convenience than realism) so that the utility if staying in this firm after the realisation of the idiosyncratic shock can be written as:

\[
u(w) + \eta + \beta_w V(w') = X(w) + \eta
\] (10)

Where \( \beta_w \) is the discount factor of workers and we use the notation \( w'(w) \) to denote the wage next period if the current wage is \( w \). This allows for the possibility that the current wage is expected to be permanent but also that it is more transitory. It will be convenient to use the notation \( X(w) \) in what follows: it is the expected discounted utility of remaining in the firm excluding the current idiosyncratic shock.

The worker does not have to remain with this firm. They always have the option of quitting to unemployment which is assumed to have the present discounted value of \( X^u \). We do not have to specify an idiosyncratic shock for unemployment because that in work can be defined as relative to unemployment. Define the following function:

\[
G(X(w), X^u) = E \max\left[X(w) + \eta, X^u\right]
\] (11)

Where the expectation is over the distribution of \( \eta \). Models of this type typically make some specific assumption about the distribution of \( \eta \) (e.g. that it is Frechet or a type 1 extreme value distribution) but it is convenient, simpler and more general to work with the

---

8 A complete model would derive the extent to which current wages persist into the future from the behavior of firms but we do not seek a complete model here. See Manning (2012) for how changing the assumption about the ability of firms to commit to future wages changes the outcome of the Burdett-Mortensen model.
$G$ function as it contains all the information we need\textsuperscript{9}. $G$ will be an increasing function of both its arguments and an equal increase in $(X, X^*)$ leads to an equal increase in $G$.

McFadden (1978) showed that the probability of choosing each option is the derivative of the $G$ function with respect to that argument: these derivatives sum to 1. So the quit rate to unemployment if the worker has no other option can be written as $G_{X^*} = 1 - G_X$.

While the worker always has the option of quitting the job for unemployment, we also assume that they may have an option of quitting to another job if they get a better offer. Assume that the ‘other’ jobs are possibly paying different wages but also have an idiosyncratic component. Assume the worker has $M$ alternative job offers offering wages $(w_1, ..., w_M)$ and with idiosyncratic components $(\eta_1, ..., \eta_N)$, and with functions $(X_1, ..., X_N)$ analogous to (10). Define the following function:

$$H(X(w), X^*, X_1, ..., X_M) = \max \left[ X(w) + \eta, X^*, X_1 + \eta_1, ..., X_M + \eta_N \right]$$  \hspace{1cm} (12)

Where the expectation is now over the joint distribution of $(\eta, \eta_1, ..., \eta_N)$. Just as for the $G$ function in (11), the derivative with respect to the utility from an option is the probability of choosing that option.

The use of the $H$ function allows the incorporation of a range of possibilities. In search models it is most common to assume that the worker has at most one other job opportunity in each period; this is a special case of the formulation\textsuperscript{10}. Search models often do not have any idiosyncrasy in which case the $H$ function would just be the max of the $X$ functions. On the other hand, models with idiosyncrasy generally assume the worker has the choice of every firm at every moment; again this is a special case but one could imagine an intermediate case in which only a sub-set of alternative firms is available at each moment. For the moment we can be a bit vague because all that matters is the dependence on the $H$ function on the wage offered by this firm. So, with some abuse of notation simply write $H(X(w))$ which should be interpreted as the expectation of the right-hand side of (12) over any stochastic elements in it (the number of other job offers and the wages in those offers).

Assume with probability $\lambda$ a currently employed worker gets alternative job offers. This means that we can write the value of being in a job paying $w$, $V(w)$ as:

$$V(w) = (1 - \lambda)G[X(w)] + \lambda H[X(w)]$$  \hspace{1cm} (13)

\textsuperscript{9} $G$ will obviously depend on the distribution of $\eta$ and one could, for any $G$ derive the implied distribution of $\eta$.

\textsuperscript{10} One might think that one can define a period as sufficiently small such that this is always the case but a period can also be interpreted as the length of wage commitment and the length of the period cannot serve both purposes.
Where we have suppressed the dependence of the $G$ and $H$ functions on other factors. The separation rate for workers will be given by:

\[
q(w) = (1 - \lambda) \left[ 1 - \frac{\partial G[X(w)]}{\partial X} \right] + \lambda \left[ 1 - \frac{\partial H[X(w)]}{\partial X} \right]
\]

\[
= (1 - \lambda)[1 - G_x] + \lambda[1 - H_x]
\]

i.e. one minus the probability of remaining with this firm. In what follows it is sometimes useful to define the quit rate $q^G(X)$ if the worker only has the option of quitting for non-employment and the quit rate $q^H(X)$ if the worker has the option of quitting for another job i.e:

\[
q^G(X) = [1 - G_x], \quad q^H(X) = [1 - H_x]
\]

Note that some of the quits when the worker has alternative job offers will be to non-employment so these quit functions are not the same as the quits to non-employment and employment respectively (though it may be a reasonable empirical approximation that workers very rarely quit to unemployment when they have another job offer).

We can prove the following result about the quit elasticity.

**Proposition:** In a steady-state, the elasticity of the quit function can be written as:

\[
\varepsilon_{qw} = \left[ \alpha \frac{\partial \ln q^G(X)}{\partial X} + (1 - \alpha) \frac{\partial \ln q^H(X)}{\partial X} \right] \frac{wu'(w)}{1 - \beta, \phi[1 - q(w)]}
\]

Where:

\[
\alpha = \frac{(1 - \lambda)q^G(X)}{[(1 - \lambda)q^G(X) + \lambda q^H(X)]}
\]

Is the share of quits to unemployment when the worker has no other job offers and $\phi = \frac{\partial w'}{\partial w}$

i.e. how much workers expect future wages to change when current wages change.

**Proof:** See Appendix C

This result shows that the quit elasticity has a number of sources. The first is the sensitivity of worker mobility decisions to the present discounted value of jobs as represented by the sensitivity of the functions $H$ and $G$ to $X$. This, in turn, is likely to be influenced by how close substitutes are jobs with different employers which is often modelled as the degree of idiosyncrasy.

The final term of the right-hand side of (16) tells us that the quit elasticity will be higher the more sensitive is the PDV of the job to the wage. This is influenced by the discount factor, the extent to which current wages are expected to persist into the future and how long the worker expects to be with the firm (quit rate). If the quit rate is high, then labour supply to
the firm is likely to be less elastic; this is the opposite to what is often argued, namely that jobs with high turnover are very competitive\textsuperscript{11}.

One can also potentially use this set-up to explain why more concentrated labour markets might be associated with more monopsony power. If greater employer concentration leads to fewer alternative wage offers, then it is plausible that this leads to a lower sensitivity of $q''$ to the value of the job.

An alternative way of modelling a more concentrated labour market is to assume that the arrival rate of alternative job offers, $\lambda$, is lower. From (15) and (16), a lower level of $\lambda$ lowers the quit rate; the impact of this has been discussed earlier. But it also affects the quit elasticity if $q''$ and $q''$ have different sensitivity. In many models, this is an assumption. For example, in Burdett and Mortensen (1998) quits to unemployment are assumed to be completely exogenous, unrelated to the wage in which case $q''$ does not depend on $X$. In this case a lower arrival rate of job offers increases the monopsony power of employers. This is why the fraction of recruits from or quits to employment is sometimes used as a measure of monopsony power. But, we can write down models with the opposite result in which $q''$ is more sensitive than $q''$ to the wage so this is ultimately an empirical question.

This discussion has been about the wage elasticity of quits but (9) shows that the elasticity of recruits with respect to the wage is also important. This has received much less attention in the literature largely because it is much harder to estimate. In longitudinal data, one can observe how the current wage affects future separations but one does not directly observe the wage that a worker would receive if they were recruited to some other firm.

The literature often makes use of a result (discussed in Manning, 2003, 2011) that for job-to-job quits there will be a relationship between the recruitment elasticity to this firm and the quit elasticity of the firms from which it recruits. The intuition is that one firm’s quit is another firm’s recruit. This result is derived under the assumption that when a worker has to choose between two firms, the wages influence choice only through the relative wage and do not depend on which firm the worker is currently employed by. Although many search models have this feature, it is important to be aware of the limitations to this result. First, the link between quit and recruitment elasticities is broken if the worker has a choice of more than two options as in the models with idiosyncrasy. And it is also broken if there are mobility costs so that the choice between two firms depends on the current employment. What this means is that it is probably important to have separate estimates of the recruitment elasticity. Some papers (e.g. Dal Bó, Finan, and Rossi, 2013; Azar, Berry and Marinescu, 2019) estimate the wage elasticity of applications though applications are not the same as recruits. Hirsch et al. (2020) show how the recruitment elasticity can be estimated using estimated fixed firm effects on wages.

While the recruitment elasticity is an important under-researched area, the rest of this paper discusses some estimates of separation functions.

\textsuperscript{11}It is also the case that it is the sensitive of quits to the wage not their level that is important.
5. The Estimation of Separation Rates

The previous section has laid out the centrality of the elasticity of the separation rate with respect to the wage for understanding the extent of employer market power, whether that power is rooted in idiosyncrasy or frictions. There is a sizeable literature on estimating these elasticities; see the meta-study of Sokolova and Sorensen (2021). This literature has explored the level of the separation elasticity, and how it varies across demographic groups (e.g. gender or immigrant status); Manning (2021) provides a review of some of these studies.12

The instantaneous separation rate is modelled as $e^{\beta x}$ where $x$ are suitable controls including the main variable of interest, the log wage. In most data sets one only observes whether one is in the same job after some interval of time $t$. This leads to a model for the probability of separating between the two observed quarters as:

$$\text{Pr}(S = 1|t) = e^{\beta x}$$ (18)

This is a complementary log-log model for the binary outcome of having a separation which, compared to linear probability or logit models has the advantage that it can be rooted in a hazard model and the estimated coefficients can be interpreted directly as the relevant elasticity.

In estimating the wage elasticity of separations, it is obviously important to control adequately for other relevant factors. It is likely that separations depend on the wage in the current job relative to wages in plausible alternative jobs, perhaps proxied by characteristics of the worker that we know are relevant for the average level of wages. A failure to control for the alternative wage is likely to lead to a downward bias on the wage elasticities. On the other hand, separations are likely to be more sensitive to the permanent component of wages than to the part of wages that is a transitory shock or measurement error. In this case, the inclusion of controls correlated with the permanent wage is likely to reduce the estimated wage elasticity. In addition, Manning (2003, ch 4) shows that unobserved heterogeneity in the separation rate will also cause a bias even if uncorrelated with the wage, because the model is a non-linear one.

Ideally, one would have exogenous variation in the wage and use this to estimate the separation elasticity. This is hard because one needs exogenous variation in wages at the firm level. The interest here is less in the estimate of the level of the separation elasticity but in how it varies. If the biases are constant, then the conclusions about his variation will be valid even if the level is not.

We investigate the separation elasticity using data from the UK and the US. For the UK, the data source is the UK Quarterly Labour Force Survey for 1997-2020. Addresses are in this survey for 5 consecutive quarters with earnings information being asked in waves 1 and 5.

---

12 Might wonder about the recruitment elasticity. Appendix A discusses how this is related to the quit elasticity though it is harder to estimate directly.
For estimating the separation elasticity we use the first quarter data and estimate a model for the probability of leaving the current job by the time of the next quarter. For the US, we use the Survey of Income and Program Participation (SIPP) for 1996-2016. This is a monthly survey so the model is estimated for the probability of leaving the current job in the next month.

For both data sources, we use the log of the hourly wage as the measure of wages, and residualize it by estimating a standard earnings function using as controls are age, gender, ethnicity, marital status and the number of dependent children, region, occupation, industry (both at 2-digit level), and (for the UK) whether the job is temporary. The residualized wage is the estimated residual from this regression and can be interpreted as an estimate of whether the job is high or low-paying in the particular labour market (defined by the controls).

Table 1 presents some descriptive statistics on these variables. For the UK, 9.7% leave the current job in 3 months, for the US 4.3% leave in the next month.

We use this basic specification to investigate a number of issues.

**How the Separation Rate Varies with the Residualized Wage**

The first is how the separation rate varies with the residualized wage. This is an interesting question because it tells us about whether firms at the top or the bottom of the labour market facing more or less elastic labour supply. Webber (2015) found that employers have more monopsony power in the lower part of the earnings distribution. To this end, we define a categorical variable which rounds the residualized wage to the nearest 10 log points, with all those more than 100 log points from the mean combined in categories. The fractions in each category are reported in Table 2.

Figure 1a presents the estimated log quit rate compared to the base category of being within +/- 100 log points of zero together with the 95% confidence interval bands for the UK, while Figure 1b does the same for the US. The slope of this relationship can be interpreted as the quit elasticity. Both countries have a similar shape: the relationship between the log separation and the wage is strongest in the middle of the distribution and weakest at the extremes. The implication is that employers at the bottom and top of the wage distribution have more monopsony power. This empirical finding is not in line with some of the canonical models used in the existing literature. For example, in the Burdett and Mortensen (1998) model, monopsony power falls as one moves up the wage distribution; in the simplest version of the model with no productivity differences across employers, this has to be the case in equilibrium as the highest wage firms have, by definition, the smallest gap between wages and marginal product. And in the multinomial logit model of idiosyncrasy where individual employers are infinitesimal, the elasticity is constant through the range. And, in models where they are not infinitesimal, the labour supply elasticity is typically smaller, the larger the firm (see, for example, Berger, Herkenhoff and Mongey, 2019). But, the estimated relationship does make some sense if there is a wage below which almost no workers are prepared to work but also a natural limit to how many workers can be hired in the short-run whatever the wage paid.
The shape of the relationship between the quit elasticity and the wage also has implications about pass-through from firm productivity to wages. If the labour supply elasticity is constant, then wages are a constant mark-down on productivity so pass-through is one. If the elasticity falls as the wage rises, then pass-through will be less than one as is typically found in empirical studies (see, for example, Kline et al, 2019, Howell and Brown, 2020).

**How the Separation Elasticity Varies with the Job offer Arrival Rate**

As discussed previously, the impact of a changing job offer arrival rate on the monopsony power possessed by employers depends on whether quits to employment are more sensitive to wages than quits to unemployment. We can investigate this by considering how the probability of separations to employment varies with the wage. If the separation rate to employment is \( q^E(w) \) and the separation rate to unemployment is \( q^U(w) \) then the share of quits to employment can be written as:

\[
\gamma(w) = \frac{q^E(w)}{q^E(w) + q^U(w)} = \frac{e^{\ln[q^E(w)] - \ln[q^U(w)]}}{1 + e^{\ln[q^E(w)] - \ln[q^U(w)]}}
\]

(19)

So that how the share varies with the wage tells us about whether separations to employment or unemployment are more elastic. We estimate this model with a logit model, again using the categories of residualized wages. The estimated log odds ratio as a function of the residualized wage results are shown in Figure 2a for the UK and Figure 2b for the US.

For both countries, the shape is the same. The fact that the log odds are increasing in the residualized wage implies that that separations to employment are less sensitive to the wage than quits to unemployment\(^{13}\). This is the opposite of what is predicted from the Burdett-Mortensen model (1998). This relationship is strongest in the middle part of the wage distribution and weak at the top. If separations to employment are less sensitive to the wage anything that increases the job offer arrival rate is likely to increase monopsony power as it increases the share of separations to employment.

The finding that separations to employment have a lower wage elasticity than separations to non-employment is not common across all studies e.g. Bassier, Dube and Naidu (2020) find the opposite result. And one conceptual problem is that the models used only have voluntary not involuntary separations (i.e. firing). If, as is plausible, firing is more common among low-wage workers this will make separations to non-employment more sensitive to the wage but it is not clear this should be included in computations of the elasticity of the labour supply curve facing a firm. How to think about involuntary separations in these models remains on the ‘to do list’.

Some studies directly consider how the separations elasticity varies over the business cycle with both Hirsch, Jahn and Schnabel (2018) and Bassier, Dube and Naidu (2020) reporting evidence that the separation elasticity is higher in booms.

\(^{13}\) This is not the same as the recruits from unemployment
How the Separation Elasticity Varies Over Time

There is concern, particularly in the US (see, for example, Philippon, 2019) that markets (primarily product markets) have been becoming less competitive over time and that this can account for, among other things, the decline in the labour share in the US. Stansbury and Summers (2020) argue that declining worker power is a better explanation of these trends, though see this as a result of the decline in institutions that give workers some power to share rents rather than the labour market becoming less competitive. The importance of institutions is also emphasized by Bivens, Mishel, and Schmitt (2018) and Rinz (2018) finds no evidence that concentration ratios in labour markets have been rising. Bell, Bukowski and Machin (2018) find a lower level of rent-sharing over time in the UK. None of these studies consider trends in separation elasticities: Hirsch, Jahn and Schnabel (2018) do for Germany and find evidence of cyclicality but no trend. In this section we consider how the separation elasticity has varied over time in the UK and the US.

Because it is hard to keep track of trends in the categories of residualized wages, we simply use the log residualized wage as a regressor and estimate year by year for 1997-2018 for the UK and 1996-2016 for the US. Figure 3a shows the estimated value of the separation elasticity for the UK and Figure 3b for the US, multiplied by -1 (so it is a positive number). The separation elasticity has been becoming less negative over time in both countries, indicative of rising monopsony power.

A quantitative estimate of this trend is presented in Table 3. The years are pooled together, the same controls used as for the previous separation models and an interaction of the residualized log wage with year is included. This coefficient is multiplied by 10 to give an estimate of the change over a decade and centred on the year 2000 so the linear term can be thought of as an estimate in that year.

The first column of Table 3 shows the estimate without a trend, while the second column shows the inclusion of the trend which is significantly different from zero. The natural next question is ‘why?’. The first possible explanation is demographic change. Although the controls allow for characteristics to affect the level of separations, they may also affect the wage elasticity of separations. To investigate this column 3 and of Table 3 includes interactions with other covariates. Some of these other interactions are significant, implying that the separation elasticity varies with demographics. This is not always in the direction one might expect e.g. men in both the UK and the US are estimated to have lower separation elasticities than women. And there are some differences between the countries e.g. the lowest education group has the highest estimated elasticity in the UK but the lowest in the US. However, the significant trend is robust to allowing for differences in separation elasticities across demographic groups.

---

14 Even if monopsony power has not changed it may play a role in explaining economy-wide trends in outcomes. If outcomes $Y = f(\text{monopsony power, institutions})$, the cross-partial is important; monopsony may give oomph to the explanatory power of institutions. Monopsony power is the catalyst that makes institutional changes have their effect.
So the decline in the separation elasticity does not seem to be the consequence of changing demographics. The explanation for separations becoming less sensitive to the wage is not entirely clear and is not found in all other studies. But it could be one further aspect of the declining dynamism in labour markets that has been documented elsewhere (e.g. Molloy et al, 2016).

6. **Policies to Address Monopsony Power**

If monopsony power is pervasive (and perhaps increasing over time), then we should think about policies to address it.

Monopsony is most often mentioned when discussing the minimum wage. A minimum wage can address monopsony by preventing employers from converting their market power into lower wages. The minimum wage has its place but is inevitably a blunt instrument and can only address issues of monopsony power at the bottom part of the labour market while the evidence suggests monopsony power is more pervasive. So, some other policy tools are necessary.

As monopsony is about competition in labour markets, it is natural to consider the use of competition policy to address the problems of monopsony i.e. to use the state as a source of counter-vailing power. On paper, the anti-trust laws of many countries treat competition in labour and product markets symmetrically. The practice is different e.g. Shapiro (2019) points out that no mergers in the US have been blocked because of the impact on competition in the labour market. But it may be that more thought needs to be given to how to apply competition policy in labour markets e.g. industry may be an appropriate way of thinking about product market competition but many labour markets cut across product markets (though there are exceptions e.g. in healthcare and airlines) and labour markets are much more local than product markets (Manning and Petrongolo, 2017). There are currently many proposals about how to correct the ‘historic imbalance’ (Naidu, Posner and Weyl, 2018) between competition policy in product and labour markets (see, for example, Krueger and Posner, 2018; Naidu, Posner and Weyl, 2018; Marinescu and Hovenkamp, 2019; Marinescu and Posner, 2019)

Most competition law prohibits collusive anti-competitive behaviour among employers but there are serious questions about how much this has been enforced. Adam Smith (1970) had the view that employers “are always and everywhere in a sort of tacit, but constant and uniform combination, not to raise the wages of labour above their actual rate. To violate this combination is everywhere a most unpopular action, and a sort of reproach to a master among his neighbours and equals.” And… “We rarely hear, it has been said, of the combination of masters; though frequently of those of workmen. But whoever imagines, upon this account, that masters rarely combine, is as ignorant of the world as of the subject”. Some recent cases involving high-profile companies\(^\text{15}\) have made us aware that these are current and not just historic problems.

\(^{15}\) See, for example, [https://www.lieffcabraser.com/antitrust/high-tech-employees/]
There also needs to be more thought about the regulation of employment contracts. The aspect of this that has probably received the most attention is non-competes (sometimes also called restrictive covenants), clauses that limit the ability of workers leaving firms to work for other firms, typically in the same field or area for a limited period (see, for example, Marx, 2011; Prescott, Bishara and Starr, 2016; Krueger and Ashenfelter, 2018; Starr, Prescott and Bishara, 2019).

Restrictions on allowable labour contracts can be justified because they reduce monopsony power of employers. Manning (2003) shows that if one mandates minimum standards that are normal goods, this has the impact of raising worker utility and efficiency in a monopsonistic labour market because it raises the elasticity of the labour supply curve to the firm reducing monopsony power.

Restrictions on allowable contracts could also be justified by the argument that there are externalities; the possible future employers of a worker may have an interest unrepresented in any negotiations between the worker and their current employer. If a clause in my employment contract limits my ability to move to other employers that may make their labour supply less elastic leading to more monopsony power in the labour market as a whole.

But over and above these justifications for restricting allowable labour contracts are questions about whether any contract agreed between two consenting parties should be enforceable. The economists’ approach is often that if the agreement is voluntary, then there is a presumption that both parties are better off because they are the best judge of their own welfare. But there are questions about the circumstances in which this is a reasonable approximation to reality (not just in labour markets – see Schoar, 2021). Economists are often happy to assume that people differ in their ability when modelling wage inequality but, with the exception of behavioural economics, much more reluctant to assume that people differ in their ability to maximize their utility. For a discipline that prides itself on its logical consistency, this does seem something of an oversight. And it has important implications about the view of the merits of voluntary trade between agents who may differ in their decision-making abilities. Problems may often occur where we have interactions between what we might call amateurs and professionals. An employer will have many more workers than a typical worker has employers so might be expected to be more skilled (and have more incentives to become more skilled) in manipulating the terms of the employment contract to their advantage and the disadvantage of workers. One possible example of this is that workers may not always read the ‘small print’ of the contracts they are signing: Lipsitz and Starr (2019) show larger effects of non-competes on labour mobility and reductions in wages when they are presented to workers after accepting the job offer.

The current attitude to the details of labour contracts is very different from the attitude taken in product markets. For example, we would not dream to allow my current supermarket to only sell to me on condition that if I want to do my grocery shopping elsewhere, I can only shop in more distant shops. Yet, in the UK, it has been ruled acceptable for the employer of a hairdresser to restrict their ability to work for other
hairdressers within half a mile. That may not sound like a very restrictive condition but, according to the Labour Force Survey, 25% of hairdressers have a commute of less than 5 minutes and 50% less than 10 minutes. Labour markets are very local so these restrictions may be considerable. One way of thinking about these restrictive covenants is that employers are seeking to appropriate the human capital of workers (see Lobel, 2013, for a wider discussion of these issues).

Another example would be notice periods, that increase the amount of time it takes for workers to change jobs. As these are switching/mobility costs, one would expect them to increase frictions in the labour market making it less competitive. In product markets, competition policy often seeks to reduce or eliminate switching costs. In the labour market we accept them as normal; it may be there are pro-competitive justifications but the important point is that we do not consider the issue at all.

Using the power of the state to set minimum wages and regulate employment contracts is important but has its limitations as they are inevitably blunt instruments and there is a limit to the effectiveness of ‘top-down’ policies when enforcement may be difficult. There is also a potential important role for ‘bottom-up’ policies to give counter-vailing power of workers through trade unions or worker board-level representation. There is a recent resurgence of interest in this area (see Jäger, Schoefer and Heining, 2021, for a recent assessment of German co-determination) though more needs to be done.

7. **Conclusions**

As the idea that employers have considerable market power over their workers comes to be widely accepted, we need to have measures of the extent of that power, how it varies within and across labour markets, how it has changed over time and what can be done to address the problems it causes. While this paper has offered some views on many of these issues, there is much more that needs to be done. And it does need to be done if economists are to make sure that our economy works for the benefit of all.
Table 1: Descriptive Statistics

<table>
<thead>
<tr>
<th>Variable</th>
<th>UK QLFS</th>
<th>USA SIPP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Quarterly Frequency</td>
<td>Monthly Frequency</td>
</tr>
<tr>
<td>Number of observations</td>
<td>452,618</td>
<td>6,421,560</td>
</tr>
<tr>
<td>Separation</td>
<td>0.097 (0.296)</td>
<td>0.043 (0.202)</td>
</tr>
<tr>
<td>To employment if separate</td>
<td>0.728 (0.445)</td>
<td>0.514 (0.500)</td>
</tr>
<tr>
<td>Residualized log wage</td>
<td>0.000 (0.401)</td>
<td>0.000 (0.536)</td>
</tr>
<tr>
<td>Experience (decades)</td>
<td>2.315 (1.258)</td>
<td>1.948 (1.256)</td>
</tr>
<tr>
<td>Qual 1: College Graduate</td>
<td>0.340 (0.474)</td>
<td>0.341 (0.474)</td>
</tr>
<tr>
<td>Qual2: A levels/Some College</td>
<td>0.253 (0.434)</td>
<td>0.116 (0.320)</td>
</tr>
<tr>
<td>Qual 3: GCSEs/High School Grad</td>
<td>0.249 (0.433)</td>
<td>0.440 (0.496)</td>
</tr>
<tr>
<td>Qual4: No Quals/High School Dropout</td>
<td>0.158 (0.365)</td>
<td>0.104 (0.305)</td>
</tr>
<tr>
<td>Male</td>
<td>0.482 (0.500)</td>
<td>0.502 (0.500)</td>
</tr>
<tr>
<td>Experience (decades)</td>
<td>2.31 (1.26)</td>
<td>3.95 (1.25)</td>
</tr>
<tr>
<td>White</td>
<td>0.941 (0.235)</td>
<td>0.814 (0.389)</td>
</tr>
<tr>
<td>Mixed</td>
<td>0.005 (0.074)</td>
<td>-</td>
</tr>
<tr>
<td>South Asian</td>
<td>0.026 (0.158)</td>
<td>-</td>
</tr>
<tr>
<td>Black</td>
<td>0.015 (0.121)</td>
<td>0.119 (0.324)</td>
</tr>
<tr>
<td>Chinese</td>
<td>0.003 (0.053)</td>
<td>-</td>
</tr>
<tr>
<td>Asian</td>
<td>-</td>
<td>0.032 (0.176)</td>
</tr>
<tr>
<td>Other Ethnicity</td>
<td>0.010 (0.098)</td>
<td>0.035 (0.184)</td>
</tr>
<tr>
<td>Married</td>
<td>0.678 (0.467)</td>
<td>0.558 (0.497)</td>
</tr>
<tr>
<td>Number of dependent children</td>
<td>0.784 (1.019)</td>
<td>-</td>
</tr>
<tr>
<td>Number of kids under 18 in the household</td>
<td>-</td>
<td>0.859 (1.144)</td>
</tr>
<tr>
<td>Permanent Job</td>
<td>0.948 (0.222)</td>
<td>-</td>
</tr>
<tr>
<td>Job tenure (decades)</td>
<td>0.837 (0.862)</td>
<td>0.663 (0.804)</td>
</tr>
<tr>
<td>Year</td>
<td>2006.221 (6.268)</td>
<td>2006.4 (6.116)</td>
</tr>
</tbody>
</table>

Notes:

1. For the education variable the first variable name denotes UK category, the second the US category.
### Table 2: The Distribution of Residualized Log Wages

<table>
<thead>
<tr>
<th>Residualized Log Wages</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>2.39</td>
<td>2.88</td>
</tr>
<tr>
<td>-0.9</td>
<td>0.44</td>
<td>0.93</td>
</tr>
<tr>
<td>-0.8</td>
<td>0.64</td>
<td>1.38</td>
</tr>
<tr>
<td>-0.7</td>
<td>1.08</td>
<td>1.98</td>
</tr>
<tr>
<td>-0.6</td>
<td>1.74</td>
<td>2.84</td>
</tr>
<tr>
<td>-0.5</td>
<td>2.9</td>
<td>4.03</td>
</tr>
<tr>
<td>-0.4</td>
<td>4.72</td>
<td>5.48</td>
</tr>
<tr>
<td>-0.3</td>
<td>7.13</td>
<td>6.99</td>
</tr>
<tr>
<td>-0.2</td>
<td>10.01</td>
<td>8.36</td>
</tr>
<tr>
<td>-0.1</td>
<td>12.38</td>
<td>9.39</td>
</tr>
<tr>
<td>0</td>
<td>13.28</td>
<td>9.83</td>
</tr>
<tr>
<td>0.1</td>
<td>12.4</td>
<td>9.49</td>
</tr>
<tr>
<td>0.2</td>
<td>10.16</td>
<td>8.60</td>
</tr>
<tr>
<td>0.3</td>
<td>7.46</td>
<td>7.26</td>
</tr>
<tr>
<td>0.4</td>
<td>5.08</td>
<td>5.72</td>
</tr>
<tr>
<td>0.5</td>
<td>3.24</td>
<td>4.28</td>
</tr>
<tr>
<td>0.6</td>
<td>2.01</td>
<td>3.08</td>
</tr>
<tr>
<td>0.7</td>
<td>1.26</td>
<td>2.16</td>
</tr>
<tr>
<td>0.8</td>
<td>0.81</td>
<td>1.51</td>
</tr>
<tr>
<td>0.9</td>
<td>0.52</td>
<td>1.01</td>
</tr>
<tr>
<td>1.0</td>
<td>0.35</td>
<td>2.80</td>
</tr>
</tbody>
</table>

Notes: This is the distribution across categories of the residualized log wage. The category is to the nearest log points.
Table 3: The Variation of the Separation Elasticity over Time

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>UK - QLFS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residualized wage</td>
<td>-0.370***</td>
<td>-0.414***</td>
<td>-0.351***</td>
<td>-0.308***</td>
<td>-0.344***</td>
<td>-0.383***</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>0.013</td>
<td>(0.028)</td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.010)</td>
</tr>
<tr>
<td>Residualized wage*Experience</td>
<td>-0.021***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-0.010</td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.030)</td>
</tr>
<tr>
<td>Residualized wage*gender (Male)</td>
<td>0.113***</td>
<td></td>
<td></td>
<td></td>
<td>0.032***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.021)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.008)</td>
</tr>
<tr>
<td>Residualized wage*Qual2</td>
<td>-0.115***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>(0.029)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.014)</td>
</tr>
<tr>
<td>Residualized wage*Qual3</td>
<td>-0.119***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.016*</td>
</tr>
<tr>
<td></td>
<td>(0.028)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.009)</td>
</tr>
<tr>
<td>Residualized wage*Qual4</td>
<td>-0.101***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.118***</td>
</tr>
<tr>
<td></td>
<td>(0.034)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.013)</td>
</tr>
<tr>
<td>Residualized wage*Not-white</td>
<td>0.040</td>
<td></td>
<td></td>
<td></td>
<td>0.016*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.010)</td>
</tr>
<tr>
<td>Residualized wage*year</td>
<td>0.086***</td>
<td>0.078***</td>
<td></td>
<td>0.064***</td>
<td>0.064***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.016)</td>
<td>(0.017)</td>
<td></td>
<td>(0.006)</td>
<td>(0.006)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-1.576***</td>
<td>-1.569***</td>
<td>-1.558***</td>
<td>-3.765***</td>
<td>-3.777***</td>
<td>-4.131***</td>
</tr>
<tr>
<td></td>
<td>(0.130)</td>
<td>(0.130)</td>
<td>(0.130)</td>
<td>(0.094)</td>
<td>(0.094)</td>
<td>(0.094)</td>
</tr>
<tr>
<td>Observations</td>
<td>452,582</td>
<td>452,582</td>
<td>452,582</td>
<td>6,421,560</td>
<td>6,421,560</td>
<td>6,421,560</td>
</tr>
</tbody>
</table>

Notes: these are estimates from a complementary log-log model in which the other controls whose coefficients are not reported are the same as those used to estimate the residualized log wage.
Figure 1a: Log Separations and Residualized Wage: UK

Figure 1b: Log Separations and Residualized Wage: US
Figure 2a: Estimated Log Odds of Probability of Separation to Employment: UK

Figure 2b: Estimated Log Odds of Probability of Separation to Employment: US
Figure 3a: Changing Separations Elasticity Over Time: UK

Figure 3b: Changing Separations Elasticity Over Time: US
Appendix A: The Effort Determination Model

We first show how (5) implies that $\frac{\partial e}{\partial w} \geq 0$. Differentiating (5) leads to:

$$p'(e)[w - e] \frac{\partial e}{\partial w} + p'(e)\left[1 - \frac{\partial e}{\partial w}\right] = \beta \left[p'(e) \frac{\partial e}{\partial w} - 1\right]$$

(20)

Re-arranging (20) leads to:

$$\frac{\partial e}{\partial w} = \frac{p' + \beta}{p' + \beta + p' \left[w - e\right]}$$

(21)

The denominator must be positive from the second-order condition, so this implies $\frac{\partial e}{\partial w} \geq 0$.

Comparing (5) and (6) we also have that:

$$\frac{p'}{\beta} = 1 - \frac{p' \frac{\partial e}{\partial w}}{\varepsilon_{na}}\left[1 - \frac{\partial e}{\partial w}\right]$$

(22)

Which can be re-arranged to give:

$$p' = \frac{\beta}{\beta \frac{\partial e}{\partial w} + \varepsilon_{na}\left[1 - \frac{\partial e}{\partial w}\right]}$$

(23)

We are interested in the case where $\beta > \varepsilon_{na}$ and will show that this implies $p' > 1$.

Suppose not, that $p' \leq 1$. From (23) this can only be the case if $\frac{\partial e}{\partial w} > 1$ (21) then implies that $p' < 1$, a contradiction. This then implies that $\frac{\partial e}{\partial w} < 1$.

Appendix B: Deriving the Mark-Down in the Simple Dynamic Model

Taking the first-order condition of (7) with respect to $w$ and taking account of the dependence of $N_i$ on $w$ leads to the first-order condition:

$$\left[p - w + \beta \Pi'(N_i)\right] \frac{\partial N_i}{\partial w} = N_i$$

(24)

We also have the envelope condition which allows us to derive the derivative of the value function. Differentiating (7) we have that:

$$\Pi'(N_{i-1}) = \left[p - w + \beta \Pi'(N_i)\right] \frac{\partial N_i}{\partial N_{i-1}} = \left[p - w + \beta \Pi'(N_i)\right](1-q)$$

(25)
In a steady-state\(^{16}\) where wages and employment are constant then we can solve (25) for \(\Pi'(N)\) which leads to:

\[
\Pi'(N) = \frac{(1-q)(p-w)}{1-\beta(1-q)}
\]

(26)

Substituting (26) into (24) and re-arranging leads to:

\[
\frac{(p-w)}{1-\beta(1-q)} \frac{\partial N_i}{\partial w} = N_i
\]

(27)

By differentiating (8) we have that:

\[
\frac{\partial N_i}{\partial w'} = R'(w') - q'(w')N_{t-1}
\]

(28)

In a steady-state (28) can be written as:

\[
w \frac{\partial N_i}{\partial w} = R\varepsilon_{rw} - qN\varepsilon_{qw} = qN(\varepsilon_{rw} - \varepsilon_{qw})
\]

(29)

Substituting (29) into (27) then leads to (9).

**Appendix C: Proof of Proposition About the Quit Elasticity**

Differentiating (14) we have that:

\[
q'(w) = -\left[(1-\lambda)G_{xx} + \lambda H_{xx}\right]X'(w)
\]

(30)

From (10) we have that:

\[
X'(w) = u'(w) + \beta \frac{\partial w'}{\partial w} V'(w')(w')
\]

(31)

Where \(\frac{\partial w'}{\partial w}\) is a measure of how much the future wage is expected to change when the current wage changes. Denote this derivative by \(\phi\). And from (13):

\[
V'(w) = \left[(1-\lambda)G_{x} + \lambda H_{x}\right]X'(w)
\]

(32)

Combining (31) and (32), and using (14) we can derive:

\[
X'(w) = \frac{u'(w)}{1-\beta\phi\left[1-q(w)\right]}
\]

(33)

\(^{16}\) This might seem innocuous but Manning (2012) shows it is not by means of presenting a one-period version of the Burdett-Mortensen model where no steady-state equilibrium with constant wages and employment exists.
This has the intuition that workers discount the wages paid by this firm by their discount factor times the probability they remain with the firm. If the quit rate is very high an increase in wages is worth less to the workers. Substituting (33) into (30) and writing as an elasticity we have that:

\[
\varepsilon_{qw} = -\frac{\left[ (1-\lambda)G_{xx} + \lambda H_{xx} \right]}{\left[ (1-\lambda)(1-G_x) + \lambda(1-H_x) \right]} \frac{wu'(w)}{1-\beta_w \phi[1-q(w)]}
\]  

(34)

(34) can be written as:

\[
\varepsilon_{qw} = -\left[ \alpha \frac{G_{xx}}{(1-G_x)} + (1-\alpha) \frac{H_{xx}}{(1-H_x)} \right] \frac{wu'(w)}{1-\beta_w \phi[1-q(w)]}
\]  

(35)

Where:

\[
\alpha = \frac{(1-\lambda)G_x}{\left[ (1-\lambda)(1-G_x) + \lambda(1-H_x) \right]}
\]  

(36)

i.e. the share of quits who did not have another job offer. Using (15) this proves the Proposition.
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